

COURSE PROGRAM
ECONOMETRICS.
	Lecturer: Dr. Florian Miti
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Typology of the subject: Compulsory 
Academic Year/Semester: I.
Study Program: Bachelor in Economics
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	COURSE DESCRIPTION AND LEARNING OBJECTIVES: 
   The aim of this course is to provide the basic tools to measure and test economic theories by using the classical econometrics methodology. Students will get used to the linear regression model by using both quantitative and qualitative variables. Then we will see the practical consequences when we relax various assumptions of the classical linear model. 
By the end of this course, students will be able to set up an econometric model, to estimate the model, perform appropriate diagnostic tests and hypothesis, and to interpret the results derived from the regression. During the lectures there will be presented many exercises for illustration.
 


	KEY CONCEPTS
1. OLS estimators.
2. The Standard error.
3. The Coefficient of correlation.
4. Normality test
5. P-value.
6. Dummy variables
7. Autocorrelation
8. Heteroscedasticity
9. Time series
10. Multicolinearity 


	COURSE TOPICS
Week 1.
Topic I –The Scope And Nature Of Econometrics. Chapter 1. Page 17-32.
· The econometric model, its connection with the mathematical model and the economic theory
· The steps for building an econometric model
· Types of Data.

Week 2.

Topic II –The Simple Linear Regression Model. Chapter 2, page 37-52.
· The concept of population regression function

· The meaning of linearity.

· Specification of the stochastic model.

· Parameter estimation.

· Linear estimators

Week  3  
Topic III- Evaluation of the Simple Linear Regression Model: OLS Method. Chapter 3, page 58-93.  
· The method of the ordinary  least squares – OLS;

· The model assumptions; 

· The Gauss- Markov theorem: unbiased, stability, efficiency.

· Linear unbiased estimators.

· The coefficient of determination.

Week  4
Topic IV- Classical Normal Linear Regression Model (CNLRM). Chapter 4, page 107-119.
· The Probability Distribution of Disturbances. 
· The Normality Assumption 
· The Method Of Maximum Likelihood (Ml)

Week 5 and Week 7.
Topic V- Two-Variable Regression: Interval Estimation And Hypothesis Testing. Chapter 5, page 119-155.

· Interval Estimation 
· Hypothesis Testing

· Controlling the assumptions over the disturbance term.

· Regression analysis and analysis of variance ( ANOVA ).
· Normality Test.
· Forecasting.

Week  8 and Week 9
Topic VI - Multiple Regression analysis. Chapter 8, page 248-283.
· Hypothesis Testing in multiple regression.

· Assumptions of the general linear model.

· Estimating the parameters with the method of the least squares.

· Simple linear model as a special case of the general linear model.

· The ANOVA test

· Partial Controlling with the Fisher and Student’s criteria.

· The method of selecting the variables

· The use of multiple regression model for predictions
Week 10 
Topic VII - The" Dummy" Variables in the Regression Models. Chapter 9, page 297-324.
· The nature of dummy variables

· Anova Models

· Mixed regressions with quantitative and qualitative estimators.

· Dummy variables in seasonal analysis 
Week  11
Topic VIII – The Multicollinearity. Chapter 10, page 341-375.
· The nature of multicollinearity;

· Estimations in presence of perfect multicollinerity 

· Theoretical and practical consequences of multicollinearity.

Week 12. 

Topic IX – The Heteroscedasticity. Chapter 11, page 387-440.
· The nature of heteroscedasticity

· OLS estimation in the presence of heteroscedasticity

· The method of generalized least squares (GLS)

· Consequences of using OLS in the presence of heteroscedasticity
· Detection of heteroscedasticity.
Week  13 
Topic X – The Autocorrelation. Chapter 12, page 441-490.
· The nature of autocorrelation.

· OLS estimation in the presence of autocorrelation.

· The BLUE estimator in the presence of autocorrelation
Detecting autocorrelation
Week  14 and Week  15
Topic XI – Econometric Modeling: Model Specification And Diagnostic Testing. Chapter 13, page 506-548.
· Model Selection Criteria
· Consequences Of Model Specification Errors
· Tests for Omitted Variables and Incorrect Functional Form
· Model Selection Criteria 
· Additional Topics In Econometric Modeling 



	COURSE ATTENDANCE:

The University's regulation states that a minimum of 75% attendance is required to pass any class. Students are expected to participate actively and attend class regularly.
STUDENT EVALUATION:
Exams

Evaluationpoints 

Midterm exam

30 points
Assignments/quizzes

10 points

Final exam

60 points
Evaluation (with grades from 4 - 10), will be based on the following system points:

S  ≥  90% =10

80 ≤ S  < 89% = 9

70 ≤ S  <79% = 8

60 ≤ S  < 69% = 7

50 ≤ S  < 59% = 6

40 ≤ S  < 49% = 5

 S  < 40% = 4



	RECOMENDED LITERATURE AND READINGS
a. Primary literature:

· Damodar Gujarati, “Basic Econometrics”, Fourth edition. The McGraw –Hill.

b. Secondary literature:

· Christopher Dougherty, “Introduction to Econometrics”, Fourth edition. Oxford University Press.
Dishonesty and Plagiarism:
Unacceptable behavior such as cheating in any form will not be tolerated and will result in penalties after a due process hearing determines that such behavior did occur.
Special suggestions:
Here are some suggestions that may help you to do well in this course:

Do the assigned readings before class to get a preview of the material to be covered and to prepare any questions you have about this material. Please ask all questions by email. Take the problem sets seriously, because they are the best indication of whether you understand the material and they are the best preparation for the exams.
Notes:
· During lessons, cell phones must be turned off (as they cause distraction).

· All communication (assignments, additional readings) will be done via email, so please check your SSU email regularly.




